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This is a practice of [UC business analytics R programming guide](http://uc-r.github.io/).

# Descrptive analytics

Descriptive methodologies focus on analyzing historic data of the purpose of identifying patterns or trends. Analytic techniques fall into this category are most often associated with exploratory data analysis which identifies central tendencies, variations, and distributional shapes. Descriptive methodologies can also search for underlying structures whithin data when no a *priori* knowledge about patterns and relationships are assumed.

This can include correlation analysis, exploratory factor analysis, principal component analysis, trend analyses, and cluster analysis. The following tutorial walk you through common forms of descriptive analytics.

1. Classical analyses

* [Numerical data descrptive statistics](http://uc-r.github.io/descriptives_numeric)
* Categorical data descriptive statistics
* Assumption of normality
* Assumption of homogeneity
* Assessing correlations
* Univariate statistical inference
* Multivariate statistical inference
* Bootstrapping for parameter estimates

1. Text mining

* Tidying text & word frequency
* Sentiment analysis
* Term vs Document frequency
* Word relationships
* Converting between tidy and non-tidy formats

1. Unsupervised learning

## Classical analyses

### [Numerical data descriptive statistics](http://uc-r.github.io/descriptives_numeric)

Descriptive statistics are the first piece of information used to understand and represent a dataset. There goal in essence, is to describe the main features of numerical and categorical information with simple summaries. These summaries can be presented with a single numeric measure, using summary tables, or via graphical representation. Here, I illustrate the most common forms of descriptive statistics for numerical data but keep in mind there are numerous ways to describe and illustrate key feature of data.

#### tl;dr

This tutorial covers the key features we are initially interested in understanding for numerical data, to include:

* central tendency: what are the most typical values?
* variability:How do the values vary?
* shape: Are the values symmetrically or asymetrically distributed?
* outliers: Are there values that represent abnormalities in the data?
* visualization: We should understand these features of the data through statistics and visualization.

#### Replication requirements

To illustrate ways to comute different summary statistics, and to visualize the data to provide understanding of these key features, I’ll demonstrate using this [data](https://github.com/bradleyboehmke/bradleyboehmke.github.io/blob/master/public/data/Baseball%20Salaries%202011.xlsx) which contains data on 843 MLB players in the 2011 season:

readxl::read\_xlsx("https://github.com/bradleyboehmke/bradleyboehmke.github.io/blob/master/public/data/Baseball%20Salaries%202011.xlsx")

In addition, the packages we will leverage include the following:

library(outliers) # identidying and extracting outliers  
library(ggplot2) # for generating visualization  
library(moments) # for calculating the skew and kurtosis

#### Central tendency {AA}

{AA}

# Predictive analytics

## Machine Learning

### Preparing for regression problems

Machine learning is a very iterative process. If performed and interpreted correctly, we can have great confidence in our outcomes. If not, the results will be useless. Approaching machine learning correctly means approaching it strategically by spending our data wisely on learning and validation procedures, properly pre-processing variables, minimizing data leakage, tuning parameters and assessing model performance.

Before introducing specific algorithms, this tutorial introduces concepts that are commonly required in the supervised machine learning process and that you will see briskly covered in tutorieals that follow. This tutorial will prepare you with the fundamentals needed prior to applying supervised machine learning algorithms.

#### tl;dr

Before introducing specific algorithms, this tutorial introduces concepts that you will see briskly covered in each chapter and are necessary for any type of supervised machine learning model:

1. Prerequisites: what you will need to reproduce the analysis in this tutorial

##### Prerequisites

This tutorial leverages the following packages.

library(rsample)  
library(caret)  
library(h2o)  
library(dplyr)  
  
# turn off progress bars  
h2o.no\_progress()  
  
# launch h2o  
h2o.init()  
## Connection successful!  
##   
## R is connected to the H2O cluster:   
## H2O cluster uptime: 23 minutes 25 seconds   
## H2O cluster timezone: Asia/Tokyo   
## H2O data parsing timezone: UTC   
## H2O cluster version: 3.22.1.1   
## H2O cluster version age: 1 month and 22 days   
## H2O cluster name: H2O\_started\_from\_R\_KojiKM.Mizumura\_hpt187   
## H2O cluster total nodes: 1   
## H2O cluster total memory: 1.96 GB   
## H2O cluster total cores: 4   
## H2O cluster allowed cores: 4   
## H2O cluster healthy: TRUE   
## H2O Connection ip: localhost   
## H2O Connection port: 54321   
## H2O Connection proxy: NA   
## H2O Internal Security: FALSE   
## H2O API Extensions: Algos, AutoML, Core V3, Core V4   
## R Version: R version 3.5.0 (2018-04-23)

To illustrate some of concepts we will use the Ames Housing data that has been included in the AmesHousing package and the employee attrition data that has been included in the rsample package. The housing data represents a continuous response variable (Sale\_Price) along with 80 features (predictor variables) for 2930 homes in Ames, IA. Read more about this data [here](https://cran.r-project.org/web/packages/AmesHousing/AmesHousing.pdf). The attrition data represents a classification response variable (Attrition) with 30 features for 1470 employees. Read more about this data [here](https://www.ibm.com/communities/analytics/watson-analytics-blog/hr-employee-attrition/)

Throughout this tutorial, we will demonstrate approaches with the regular df data frame. However, since many of the supervised machine learning tutorials that we provide leverage h2o, we also show how to do some of the things with h2o. This requires your data to be in H2O object, which you can convert any data friame easily with as.h2o.

# ames data  
ames <- AmesHousing::make\_ames()  
ames.h2o <- as.h2o(ames)  
  
# attrition data  
churn <- rsample::attrition %>%   
 mutate\_if(is.ordered, factor, ordered=FALSE)  
churn.h2o <- as.h2o(churn)

#### Data splitting

##### Spending our data wisely

A major goal of the machine learning process is to find an algorithm that most accurately predicts future values based on a set of inputs . In other words, we want an algorithm that not only fits well to our past data, but more importantly, one that predicts a future outcome accurately. This is called the generalizability of our algorithm. How we “spend” our data will help us understand how well our algorithm generalizes to unseen data.

To provide an accurate understanding of the generalizability of our fina optimal model, we split our data into training and test data sets.

* **Training set**: these data are used to train our algorithms and tune hyper-parameters.
* **Test set**: having chosen a final model, these data are used to estimate its prediction error (generalization error). These data should not be used *during model training*

Given a fixed amount of data, typical recommendations for splitting your data into training-testing splits include 60% (training) - 40% (testing), 70%-30%, or 80%-20%. Generally speaking, these are appropriate guidelines to follow; however, it is good to keep in mind that as your overall data set gets smaller,

* Spending too much in training () won’t allow us to get a good assessment of predictive performance. We may find a model that fits the training data very well, but is not generalizable (overfitting),
* sometimes too much spent in testing () won’t allow us to get a good assessment of model parameters.

Typically, we are lacking in the size of our data here, so a 70-30 split is often sufficinet. The two most common ways of splittin data include **simple random sampling** and **stratified sampling**.

##### Simple random sampling

The simplest way to split the data into training and test sets is to take a simple random sample. This does not control for any data attributes, such as the percentage of data in the quantiles in your response variable (). There are multiple ways to split our data. Here we show four options to produce a 70-30 split (note that setting the seed value allows you to reproduce your randomized splits):

# base R  
df <- ames  
df.h2o <- ames.h2o  
  
set.seed(123)  
df  
## # A tibble: 2,930 x 81  
## MS\_SubClass MS\_Zoning Lot\_Frontage Lot\_Area Street Alley Lot\_Shape  
## <fct> <fct> <dbl> <int> <fct> <fct> <fct>   
## 1 One\_Story\_~ Resident~ 141 31770 Pave No\_A~ Slightly~  
## 2 One\_Story\_~ Resident~ 80 11622 Pave No\_A~ Regular   
## 3 One\_Story\_~ Resident~ 81 14267 Pave No\_A~ Slightly~  
## 4 One\_Story\_~ Resident~ 93 11160 Pave No\_A~ Regular   
## 5 Two\_Story\_~ Resident~ 74 13830 Pave No\_A~ Slightly~  
## 6 Two\_Story\_~ Resident~ 78 9978 Pave No\_A~ Slightly~  
## 7 One\_Story\_~ Resident~ 41 4920 Pave No\_A~ Regular   
## 8 One\_Story\_~ Resident~ 43 5005 Pave No\_A~ Slightly~  
## 9 One\_Story\_~ Resident~ 39 5389 Pave No\_A~ Slightly~  
## 10 Two\_Story\_~ Resident~ 60 7500 Pave No\_A~ Regular   
## # ... with 2,920 more rows, and 74 more variables: Land\_Contour <fct>,  
## # Utilities <fct>, Lot\_Config <fct>, Land\_Slope <fct>,  
## # Neighborhood <fct>, Condition\_1 <fct>, Condition\_2 <fct>,  
## # Bldg\_Type <fct>, House\_Style <fct>, Overall\_Qual <fct>,  
## # Overall\_Cond <fct>, Year\_Built <int>, Year\_Remod\_Add <int>,  
## # Roof\_Style <fct>, Roof\_Matl <fct>, Exterior\_1st <fct>,  
## # Exterior\_2nd <fct>, Mas\_Vnr\_Type <fct>, Mas\_Vnr\_Area <dbl>,  
## # Exter\_Qual <fct>, Exter\_Cond <fct>, Foundation <fct>, Bsmt\_Qual <fct>,  
## # Bsmt\_Cond <fct>, Bsmt\_Exposure <fct>, BsmtFin\_Type\_1 <fct>,  
## # BsmtFin\_SF\_1 <dbl>, BsmtFin\_Type\_2 <fct>, BsmtFin\_SF\_2 <dbl>,  
## # Bsmt\_Unf\_SF <dbl>, Total\_Bsmt\_SF <dbl>, Heating <fct>,  
## # Heating\_QC <fct>, Central\_Air <fct>, Electrical <fct>,  
## # First\_Flr\_SF <int>, Second\_Flr\_SF <int>, Low\_Qual\_Fin\_SF <int>,  
## # Gr\_Liv\_Area <int>, Bsmt\_Full\_Bath <dbl>, Bsmt\_Half\_Bath <dbl>,  
## # Full\_Bath <int>, Half\_Bath <int>, Bedroom\_AbvGr <int>,  
## # Kitchen\_AbvGr <int>, Kitchen\_Qual <fct>, TotRms\_AbvGrd <int>,  
## # Functional <fct>, Fireplaces <int>, Fireplace\_Qu <fct>,  
## # Garage\_Type <fct>, Garage\_Finish <fct>, Garage\_Cars <dbl>,  
## # Garage\_Area <dbl>, Garage\_Qual <fct>, Garage\_Cond <fct>,  
## # Paved\_Drive <fct>, Wood\_Deck\_SF <int>, Open\_Porch\_SF <int>,  
## # Enclosed\_Porch <int>, Three\_season\_porch <int>, Screen\_Porch <int>,  
## # Pool\_Area <int>, Pool\_QC <fct>, Fence <fct>, Misc\_Feature <fct>,  
## # Misc\_Val <int>, Mo\_Sold <int>, Year\_Sold <int>, Sale\_Type <fct>,  
## # Sale\_Condition <fct>, Sale\_Price <int>, Longitude <dbl>,  
## # Latitude <dbl>  
index <- sample(1:nrow(df), round(nrow(df) \* 0.7))  
train\_1 <- df[index, ]  
test\_1 <- df[-index, ]  
  
# caret package  
set.seed(123)  
index2 <- createDataPartition(df$Sale\_Price, p = 0.7, list = FALSE)  
train\_2 <- df[index2, ]  
test\_2 <- df[-index2, ]  
  
# rsample package  
set.seed(123)  
split\_1 <- initial\_split(df, prop = 0.7)  
train\_3 <- training(split\_1)  
test\_3 <- testing(split\_1)  
  
# h2o package  
split\_2 <- h2o.splitFrame(df.h2o, ratios = 0.7, seed = 123)  
train\_4 <- split\_2[[1]]  
test\_4 <- split\_2[[2]]

Since this sampling approach will randomly sample across the distribution of (Sale\_Price), you will typically result in a similar distribution betwen your training and test sets as iilustrated below.

# base R  
p1 <- ggplot()+  
 geom\_density(data=train\_1, aes(Sale\_Price), show.legend = FALSE)+  
 geom\_density(data=test\_1, aes(x=Sale\_Price, col="red"),show.legend = FALSE)  
   
# caret   
p2 <- ggplot()+  
 geom\_density(data=train\_2, aes(Sale\_Price),show.legend = FALSE)+  
 geom\_density(data=test\_2, aes(x=Sale\_Price, col="red"),show.legend = FALSE)  
  
# sample  
p3 <- ggplot()+  
 geom\_density(data=train\_3, aes(Sale\_Price),show.legend = FALSE)+  
 geom\_density(data=test\_3, aes(x=Sale\_Price, col="red"),show.legend = FALSE)  
  
# h2o  
  
p4 <- ggplot()+  
 geom\_density(data=as\_tibble(train\_4), aes(Sale\_Price),show.legend = FALSE)+  
 geom\_density(data=as\_tibble(test\_4), aes(x=Sale\_Price, col="red"),show.legend = FALSE)  
  
gridExtra::grid.arrange(p1,p2,p3,p4,  
 nrow=1)
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##### Stratified sampling

However, if we want to explictly control our sampling so that our training and test sets have similar distributions, we can use **stratified sampling**. This is more common with classification problems where the response variable may be imbalanced (90% of observations with response “Yes” and 10% with response “No”). However, we can also apply to regression problems for data sets that have a small sample size and where the response variable deviates strongly from *normality*.

With a continuous response variable, stratified sampling will break y down into quantiles and randomly sample from each quantile. Consequently, this will help ensure a balanced representation of the response distribution in both the training and test sets.

The easiest way to perform stratified sampling on a response variable is to use the rsample package, where you specify the response variable to strata fy. The following illustrates that in our original employee attrition data we have an imbalanced response (No: 84%, Yes:16%). By enforcing stratified sampling both our training and testing sets have approximiately equal response distributions.

# original response distribution  
table(churn$Attrition) %>% prop.table()  
##   
## No Yes   
## 0.8387755 0.1612245  
  
# stratified sampling with the rsample package  
set.seed(123)  
split\_strat <- initial\_split(churn, prop=0.7, strata = "Attrition")  
train\_strat <- training(split\_strat)  
test\_strat <- testing(split\_strat)  
  
# consistent response ratio between train & test  
table(train\_strat$Attrition) %>% prop.table()  
##   
## No Yes   
## 0.838835 0.161165  
table(test\_strat$Attrition) %>% prop.table()  
##   
## No Yes   
## 0.8386364 0.1613636

#### Feature engineering

**Feature engineering** generally refers to the process of adding, deleting and transforming the variables to be applied to your machine learning algorithms.

Feature engineering is a siginificant process and requires you to spend substantial time understanding your data… or as Leo Breiman said “live with your data before you plunge into modeling”

Although this guide is primarily concerned with machine learning algorithms, feature engineering can make or break an algorithm’s predictive ability. We will not cover all the potential ways of implementing feature engineering; however, we will cover a few fundamental pre-processing tasks that can significantly improve modeling performance.

1. One-hot encoding

Many models require all variables to be numeric. Consequently, we need to transform any categorical variables into numeric representation so that these algorithms can compute. Some packages automate this process (i.e., h2o, glm, caret) while others do not (i.e., glmnet, keras). Furthermore, there are many ways to encode categorical variables as numeric representation (i.e., one-hot, orinal, binary, sum, Helmert).

The most common is refered to as one-hot encoding, where we transpose our categorical variables so that each level of the feature is represented as a boolean value. For example, one-hot encoding variable x in the following:

sample <- tibble::tribble(  
 ~id, ~x,  
 1,"a",  
 2,"c",  
 3,"b",  
 4,"c",  
 5,"c",  
 6,"a",  
 7,"b",  
 8,"c"  
)  
  
sample %>%   
 mutate(x=as.factor(x))  
## # A tibble: 8 x 2  
## id x   
## <dbl> <fct>  
## 1 1 a   
## 2 2 c   
## 3 3 b   
## 4 4 c   
## 5 5 c   
## 6 6 a   
## 7 7 b   
## 8 8 c

results in the following representation:

If you need to manually implement one-hot encoding yourself, you can do that with caret::dummyVars. Sometimes you many have a feature level with very few observations and all these observations show up in the test set but not the training set. The benefit of using dummyVars on the full data set and then applying the result to both the train and test data sets is that it will guarantee that the same features are represented in both the train and test data.

# full rank one-hot encode - recommended for generalized linear models and neural networks.  
  
library(caret)  
full\_rank <- dummyVars(~., data = df, fullRank = TRUE)  
train\_oh <- predict(full\_rank, train\_1)  
test\_oh <- predict(full\_rank, test\_1)  
  
train\_1 %>% head()  
## # A tibble: 6 x 81  
## MS\_SubClass MS\_Zoning Lot\_Frontage Lot\_Area Street Alley Lot\_Shape  
## <fct> <fct> <dbl> <int> <fct> <fct> <fct>   
## 1 Two\_Story\_~ Resident~ 80 10400 Pave No\_A~ Regular   
## 2 One\_Story\_~ Resident~ 0 39384 Pave No\_A~ Slightly~  
## 3 Duplex\_All~ Resident~ 87 9246 Pave No\_A~ Slightly~  
## 4 One\_Story\_~ Resident~ 66 12778 Pave No\_A~ Regular   
## 5 One\_Story\_~ Resident~ 64 7488 Pave No\_A~ Slightly~  
## 6 One\_Story\_~ Resident~ 78 7800 Pave No\_A~ Regular   
## # ... with 74 more variables: Land\_Contour <fct>, Utilities <fct>,  
## # Lot\_Config <fct>, Land\_Slope <fct>, Neighborhood <fct>,  
## # Condition\_1 <fct>, Condition\_2 <fct>, Bldg\_Type <fct>,  
## # House\_Style <fct>, Overall\_Qual <fct>, Overall\_Cond <fct>,  
## # Year\_Built <int>, Year\_Remod\_Add <int>, Roof\_Style <fct>,  
## # Roof\_Matl <fct>, Exterior\_1st <fct>, Exterior\_2nd <fct>,  
## # Mas\_Vnr\_Type <fct>, Mas\_Vnr\_Area <dbl>, Exter\_Qual <fct>,  
## # Exter\_Cond <fct>, Foundation <fct>, Bsmt\_Qual <fct>, Bsmt\_Cond <fct>,  
## # Bsmt\_Exposure <fct>, BsmtFin\_Type\_1 <fct>, BsmtFin\_SF\_1 <dbl>,  
## # BsmtFin\_Type\_2 <fct>, BsmtFin\_SF\_2 <dbl>, Bsmt\_Unf\_SF <dbl>,  
## # Total\_Bsmt\_SF <dbl>, Heating <fct>, Heating\_QC <fct>,  
## # Central\_Air <fct>, Electrical <fct>, First\_Flr\_SF <int>,  
## # Second\_Flr\_SF <int>, Low\_Qual\_Fin\_SF <int>, Gr\_Liv\_Area <int>,  
## # Bsmt\_Full\_Bath <dbl>, Bsmt\_Half\_Bath <dbl>, Full\_Bath <int>,  
## # Half\_Bath <int>, Bedroom\_AbvGr <int>, Kitchen\_AbvGr <int>,  
## # Kitchen\_Qual <fct>, TotRms\_AbvGrd <int>, Functional <fct>,  
## # Fireplaces <int>, Fireplace\_Qu <fct>, Garage\_Type <fct>,  
## # Garage\_Finish <fct>, Garage\_Cars <dbl>, Garage\_Area <dbl>,  
## # Garage\_Qual <fct>, Garage\_Cond <fct>, Paved\_Drive <fct>,  
## # Wood\_Deck\_SF <int>, Open\_Porch\_SF <int>, Enclosed\_Porch <int>,  
## # Three\_season\_porch <int>, Screen\_Porch <int>, Pool\_Area <int>,  
## # Pool\_QC <fct>, Fence <fct>, Misc\_Feature <fct>, Misc\_Val <int>,  
## # Mo\_Sold <int>, Year\_Sold <int>, Sale\_Type <fct>, Sale\_Condition <fct>,  
## # Sale\_Price <int>, Longitude <dbl>, Latitude <dbl>  
train\_oh %>% as\_tibble() %>% head()  
## # A tibble: 6 x 308  
## MS\_SubClass.One~ MS\_SubClass.One~ MS\_SubClass.One~ MS\_SubClass.One~  
## <dbl> <dbl> <dbl> <dbl>  
## 1 0 0 0 0  
## 2 0 0 0 0  
## 3 0 0 0 0  
## 4 0 0 0 0  
## 5 0 0 0 0  
## 6 0 0 0 0  
## # ... with 304 more variables: MS\_SubClass.Two\_Story\_1946\_and\_Newer <dbl>,  
## # MS\_SubClass.Two\_Story\_1945\_and\_Older <dbl>,  
## # MS\_SubClass.Two\_and\_Half\_Story\_All\_Ages <dbl>,  
## # MS\_SubClass.Split\_or\_Multilevel <dbl>, MS\_SubClass.Split\_Foyer <dbl>,  
## # MS\_SubClass.Duplex\_All\_Styles\_and\_Ages <dbl>,  
## # MS\_SubClass.One\_Story\_PUD\_1946\_and\_Newer <dbl>,  
## # MS\_SubClass.One\_and\_Half\_Story\_PUD\_All\_Ages <dbl>,  
## # MS\_SubClass.Two\_Story\_PUD\_1946\_and\_Newer <dbl>,  
## # MS\_SubClass.PUD\_Multilevel\_Split\_Level\_Foyer <dbl>,  
## # MS\_SubClass.Two\_Family\_conversion\_All\_Styles\_and\_Ages <dbl>,  
## # MS\_Zoning.Residential\_High\_Density <dbl>,  
## # MS\_Zoning.Residential\_Low\_Density <dbl>,  
## # MS\_Zoning.Residential\_Medium\_Density <dbl>, MS\_Zoning.A\_agr <dbl>,  
## # MS\_Zoning.C\_all <dbl>, MS\_Zoning.I\_all <dbl>, Lot\_Frontage <dbl>,  
## # Lot\_Area <dbl>, Street.Pave <dbl>, Alley.No\_Alley\_Access <dbl>,  
## # Alley.Paved <dbl>, Lot\_Shape.Slightly\_Irregular <dbl>,  
## # Lot\_Shape.Moderately\_Irregular <dbl>, Lot\_Shape.Irregular <dbl>,  
## # Land\_Contour.HLS <dbl>, Land\_Contour.Low <dbl>,  
## # Land\_Contour.Lvl <dbl>, Utilities.NoSeWa <dbl>,  
## # Utilities.NoSewr <dbl>, Lot\_Config.CulDSac <dbl>,  
## # Lot\_Config.FR2 <dbl>, Lot\_Config.FR3 <dbl>, Lot\_Config.Inside <dbl>,  
## # Land\_Slope.Mod <dbl>, Land\_Slope.Sev <dbl>,  
## # Neighborhood.College\_Creek <dbl>, Neighborhood.Old\_Town <dbl>,  
## # Neighborhood.Edwards <dbl>, Neighborhood.Somerset <dbl>,  
## # Neighborhood.Northridge\_Heights <dbl>, Neighborhood.Gilbert <dbl>,  
## # Neighborhood.Sawyer <dbl>, Neighborhood.Northwest\_Ames <dbl>,  
## # Neighborhood.Sawyer\_West <dbl>, Neighborhood.Mitchell <dbl>,  
## # Neighborhood.Brookside <dbl>, Neighborhood.Crawford <dbl>,  
## # Neighborhood.Iowa\_DOT\_and\_Rail\_Road <dbl>,  
## # Neighborhood.Timberland <dbl>, Neighborhood.Northridge <dbl>,  
## # Neighborhood.Stone\_Brook <dbl>,  
## # Neighborhood.South\_and\_West\_of\_Iowa\_State\_University <dbl>,  
## # Neighborhood.Clear\_Creek <dbl>, Neighborhood.Meadow\_Village <dbl>,  
## # Neighborhood.Briardale <dbl>, Neighborhood.Bloomington\_Heights <dbl>,  
## # Neighborhood.Veenker <dbl>, Neighborhood.Northpark\_Villa <dbl>,  
## # Neighborhood.Blueste <dbl>, Neighborhood.Greens <dbl>,  
## # Neighborhood.Green\_Hills <dbl>, Neighborhood.Landmark <dbl>,  
## # Condition\_1.Feedr <dbl>, Condition\_1.Norm <dbl>,  
## # Condition\_1.PosA <dbl>, Condition\_1.PosN <dbl>,  
## # Condition\_1.RRAe <dbl>, Condition\_1.RRAn <dbl>,  
## # Condition\_1.RRNe <dbl>, Condition\_1.RRNn <dbl>,  
## # Condition\_2.Feedr <dbl>, Condition\_2.Norm <dbl>,  
## # Condition\_2.PosA <dbl>, Condition\_2.PosN <dbl>,  
## # Condition\_2.RRAe <dbl>, Condition\_2.RRAn <dbl>,  
## # Condition\_2.RRNn <dbl>, Bldg\_Type.TwoFmCon <dbl>,  
## # Bldg\_Type.Duplex <dbl>, Bldg\_Type.Twnhs <dbl>, Bldg\_Type.TwnhsE <dbl>,  
## # House\_Style.One\_and\_Half\_Unf <dbl>, House\_Style.One\_Story <dbl>,  
## # House\_Style.SFoyer <dbl>, House\_Style.SLvl <dbl>,  
## # House\_Style.Two\_and\_Half\_Fin <dbl>,  
## # House\_Style.Two\_and\_Half\_Unf <dbl>, House\_Style.Two\_Story <dbl>,  
## # Overall\_Qual.Poor <dbl>, Overall\_Qual.Fair <dbl>,  
## # Overall\_Qual.Below\_Average <dbl>, Overall\_Qual.Average <dbl>,  
## # Overall\_Qual.Above\_Average <dbl>, Overall\_Qual.Good <dbl>,  
## # Overall\_Qual.Very\_Good <dbl>, Overall\_Qual.Excellent <dbl>,  
## # Overall\_Qual.Very\_Excellent <dbl>, Overall\_Cond.Poor <dbl>,  
## # Overall\_Cond.Fair <dbl>, ...  
  
# less than full rank  
dummy <- dummyVars(~., data = df, fullRank=FALSE)  
train\_oh <- predict(dummy, train\_1)  
test\_oh <- predict(dummy, test\_1)

Two things to note:

* Since one-hot encoding adds new features it can significantly increase the dimensionality of our data. If you have a dataset with many categorical variables and those categorical variables in turn have many unique levels, the number of features can explode. In these cases you may want to explore ordinal encoding of your data.
* if using h2o you do not need to explictly encode your categorical variables but you can override the default encoding. This can be considered a tuning parameter as some encoding will improve modeling accuracy over other encodings. See the encoding options for h2o [here](http://docs.h2o.ai/h2o/latest-stable/h2o-docs/data-science/algo-params/categorical_encoding.html).

##### Response Transformation

Although not a requirement, normalizing the distribution of the response variable by using a *transformation* can lead to a big improvement, especially for parametric models. As we saw in the data splitting section, our response variable Sale\_Price is right skewed.

ggplot(train\_1,aes(x=Sale\_Price))+  
 geom\_density(trim=TRUE)+  
 geom\_density(data=test\_1, trim=T, col="red")
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To normalize, we have two options:

**Option 1**: normalize with a \_\_log transformation\_.\_ This will transform most right skewed distributions to be approximiately normal.

# log transformation  
train\_log\_y <- log10(train\_1$Sale\_Price)  
test\_log\_y <- log10(test\_1$Sale\_Price)  
  
log\_transform <- ggplot(data = tibble(train\_log\_y), aes(train\_log\_y))+  
 geom\_density(trim=TRUE)+  
 geom\_density(data=tibble(test\_log\_y),aes(test\_log\_y), trim=T, col="red")  
log\_transform
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**Option 2**: use a **Box Cox transformation**.

A Box Cox transformation is more flexible and will find the transformation from a family of power transformations that will transform the variable as close as possible to a normal distribution.

**Important notes**: be sure to compute the lambda on the training set and apply that same lambda to both the training and test set to minimize data leakage.

# Box cox transformation  
lambda <- forecast::BoxCox.lambda(train\_1$Sale\_Price)  
train\_bc\_y <- forecast::BoxCox(train\_1$Sale\_Price, lambda)  
test\_bc\_y <- forecast::BoxCox(test\_1$Sale\_Price, lambda)

We can see that in this example, the log transformation and Box Cox transformation both do about equally well in transforming our response variable to be normally distributed.

p1 <- ggplot(data=train\_1, aes(Sale\_Price))+  
 geom\_histogram(bins=100, col="red")+  
 ggtitle("Normal")  
  
p2 <- ggplot(data = tibble(train\_log\_y), aes(train\_log\_y))+  
 geom\_histogram(bins=100, col="lime green")+  
 ggtitle("Log\_Transform")  
  
p3 <- ggplot(data=tibble(train\_bc\_y), aes(train\_bc\_y))+  
 geom\_histogram(bins=100,col="blue")+  
 ggtitle("BoxCox\_Transform")  
  
gridExtra::grid.arrange(p1,p2,p3, nrow=1)

![](data:image/png;base64,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)

Note that when you model with a transformed response variable, your predictions will also be in the transformed value. You will likely want to re-transform your predicted values back to their normal state so that decision-makers can interpret the results. The following code can do this for you:

# log transform a value  
y <- log(10)  
  
# re-transforming the log-transformed value  
exp(y)  
## [1] 10  
  
# Box Cox transform a value  
y <- forecast::BoxCox(10, lambda)  
y  
## [1] 1.651249  
## attr(,"lambda")  
## [1] -0.3067918  
# forecast::BoxCox  
  
# inverse Box Cox function  
inv\_box\_cox <- function(x,lambda){  
 if (lambda==0) exp(x) else (lambda\*x+1)^(1/lambda)  
}  
  
# re-transfrming the Box Cox transform value  
inv\_box\_cox(y, lambda)  
## [1] 10  
## attr(,"lambda")  
## [1] -0.3067918

##### Predictor transformation

Some models such as K-NN, SVMs, PLS, neural networks require that the features have the same units. **Centering** and **scaling** can be used for this purpose and is often refered to as **standardizing** the features. Standardizing numeric variables results in zero mean and unit variance, which provides a common comparable unit of measure across all the variables.

Some packages have built^in arguments (i.e., h20, caret) to standardize and some do not (ie., glm, keras). IF you need to manually standardize your variables you can use the preProcess function provided by the caret package.

For example, here we center and scale our predictor variables. Note, it is important you standardize the test data based on the training mean and variance values of each feature. This minimizes data leakage.

# identify only the predictor variables  
features <- setdiff(names(train\_1), "Sale\_Price")  
  
# pre-process estimation based on training features   
pre\_process <- caret::preProcess(  
 x = train\_1[,features],  
 method = c("center", "scale")  
)  
  
# apply to both training & test  
train\_x <- predict(pre\_process, train\_1[, features])  
test\_x <- predict(pre\_process, test\_1[,features])

##### Alternative feature transformation

There are some alternative transformations that you can perform:

* Normalizing the predictor variables with a *Box Cox transformation* can improve parametric model performance.
* Collapsing highly correlated variables with *PCA* can reduce the number of features and increase the stability of generalize linear models. However, this reduces the amount of information at your disposal and future tutorials show you how to use regularization as a better alternative to PCA.
* Removing *near-zero* or *zero variance variables*. Variables with vary little variance tend to not improve model performance and can be removed.
* preProcess provides other options which you can read more about [here](https://topepo.github.io/caret/pre-processing.html).

# identify only the predictor variables  
features <- setdiff(names(train\_1), "Sale\_Price")  
  
# pre-process estimation based on training features  
pre\_process <- preProcess(  
 x = train\_1[, features],  
 method = c("center", "scale", "pca", "nzv")   
 )  
  
# apply to both training & test  
train\_x <- predict(pre\_process, train\_1[,features])  
test\_x <- predict(pre\_process, test\_1[, features])

#### Basic mddel formulation

There are **many** packages to perform machine learning and there are always more than one to perform each algorithm (i.e., there are over 20 packages to perform random forests). There are pros/cons to each package; some nay be more computationally efficient while other may have more hyperparameter tuning options.

Future tutorials will expose you to several packages; some that have become “the standard” and others that are new and may be considered “maturing”. Just realize there are more ways than one to skin.

For example, these three functions will all produce the samme linear regression model output:

lm.lm <- lm(Sale\_Price~., data = train\_1)   
lm.glm <- glm(Sale\_Price~., data=train\_1, family=gaussian)  
lm.caret <- caret::train(Sale\_Price ~., data=train\_1, method = "lm")  
  
lm\_multiple\_package = tibble(  
 model = c("lm", "glm", "caret"),  
 outcome = list(lm.lm, lm.glm, lm.caret)  
)  
  
# test <- "abcde"  
# stringr::str\_sub(test, 1,3)  
  
lm\_multiple\_package$outcome[[1]] %>%   
 broom::tidy() %>%   
 ggplot(aes(stringr::str\_sub(term, 1, 3), estimate, col=p.value<0.01))+  
 geom\_point()+  
 coord\_flip()  
  
# lm\_multiple\_package %>%   
# mutate( outcome\_tidy = purrr::map(outcome, broom::tidy))

One thing you will notice throughout future tutotiral s is that we can specify our model formulation in different ways. In the above examples, we use the model formulation (Sale\_Price, which says explain Sale\_Price based on all features) approach. Alternative approaches include the matrix formulation and variable name specification approaches.

*Matrix formulation* requires that we separate our response variable from our features. For example, in the regularization tutorial we will use glmnet which requires our features x and response y to be specified separately:

# get feature names  
features <- setdiff(names(train\_1), "Sale\_Price")  
  
# create feature and response set  
train\_x <- train\_1[, features]  
train\_y <- train\_1$Sale\_Price  
  
# example of matrix formulation  
library(glmnet)  
glmnet.m1 <- glmnet(x = train\_x, y = train\_y)

Alternatively, h2o uses *variable name specification* where we provide all the data combined in one training\_frame but we specify the features and response with character strings:

# create variable names and h2o training frame  
h2o.init()  
## Connection successful!  
##   
## R is connected to the H2O cluster:   
## H2O cluster uptime: 23 minutes 39 seconds   
## H2O cluster timezone: Asia/Tokyo   
## H2O data parsing timezone: UTC   
## H2O cluster version: 3.22.1.1   
## H2O cluster version age: 1 month and 22 days   
## H2O cluster name: H2O\_started\_from\_R\_KojiKM.Mizumura\_hpt187   
## H2O cluster total nodes: 1   
## H2O cluster total memory: 1.96 GB   
## H2O cluster total cores: 4   
## H2O cluster allowed cores: 4   
## H2O cluster healthy: TRUE   
## H2O Connection ip: localhost   
## H2O Connection port: 54321   
## H2O Connection proxy: NA   
## H2O Internal Security: FALSE   
## H2O API Extensions: Algos, AutoML, Core V3, Core V4   
## R Version: R version 3.5.0 (2018-04-23)  
y <- "Sale\_Price"  
x <- setdiff(names(train\_1), y)  
train.h2o <- as.h2o(train\_1)  
  
# example of variable name specification  
h20.m1 <- h2o.glm(x=x, y=y, training\_frame = train.h2o)

##### Model tuning

Hyperparameters control the level of model complexity. Some algorithms have many tuning parameters while others have only one or two. Tuning can be a good thing as it allows us to transform our model to better align with pattersn within our data For example the simple illustration below shows how the more flexible model aligns more closely to the data than fixed linear model.

However, highly tunable models can also be dangerous because they allow us to overfit our model to the training data, which will not generalize well to future unseen data.

Throughout the future tutorial, we will demonstrate how to tune the different parameters for each model. However, we bring up this point because it feeds into the next section nicely.

##### Cross validation for generalization

Our goal is to not only find a model that performs well on training data, but to find one that performs well on *future unseen data*. So although we can tune our model to reduce some error metric to near zero on our training data, this may not generalize well to future unseen data. Consequently, our goal is to find a model and its hyperparameters that will minimize error on hold-out data.

The model on the left is considered rigid and consistent. If we provided it a new training sample with slightly different values, the model would not change much, if at all. Although it is consistent, the models does not accurately capture the underlying relationship. This is considered a model with high *bias*.

The model on the right is far more inconsistent. Even with small changes to our training sample, this model would likely change significantly. This is considered a model with high *variance*.

The model in the middle balances the two and likely will minimize the error on future unseen data compared to the high bias and high variance models. This is our goal.

knitr::include\_graphics("")

Fig 8: Bias-variance tradeoff

Fig 8: Bias-variance tradeoff

To find the model that balances the *bias-variance tradeoff*, we search for a model that minimizes a *k*-fold cross-validation error metric (you will also be introduced to what’s called an *out of bag error* which provides a similar form of evaluation). *k*-fold cross-validation is a resampling method that randomly divides the training data into *k* groups (aka folds) of approximately same size. The model is fit on folds and then held-out validation fods is used to compute the error.

This process results in *k* estimates of the test error (). Thus, the *k*-fold CV estimate is computed by averagin these values, which provides us with an approximation of the error to expect on unseen data.

knitr::include\_graphics("")

Fig 9: Illustration of the k-fold cross validation process
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Most algorithms and packages we cover in future tutorials have built-in cross-validation capabilities. One typically uses a 5 or 10 fold CV ( *k*=5 or *k*=10 ). For example, h2o implements CV with the nfolds argument:

# example of 10 fold CV in h2o  
h2o.cv <- h2o.gbm(  
 x=x,  
 y=y,  
 training\_frame = train.h2o,  
 nfolds =10  
)

#### Model evaulation

This leads us to our final topic, error metrics to evaluate performance. There are several metrics we can choose from to assess the error of a supervised machine learning model. The most common include:

###### Regression models

* **MSE**: Mean squared error is the average of the squared eorr (). The squared component results in larger errors having larger penalties. This (along with RMSE) is the most common error metric to use. Objective: **minimize**
* **RMSE**: Root Root mean squared error. This simply takes the square root of the MSE metric (RMSE=$ $) so that your error is in the same units as your response variable. If your response variable units are dollars, the units of MSE are dollars-squared, but the RMSE will be in dollars. Objective: **minimize**
* **Deviance**:Short for mean residual deviance. In essence, it provides a measure of goodness-of-fit of the model being evaluated when compared to the null model (intercept only). If the response variable distribution is gaussian, then it is equal to MSE. When not, it usually gives a more useful estimate of error. **Objective: minimize**
* **MAE**:ean absolute error. Similar to MSE but rather than squaring, it just takes the mean absolute difference between the actual and predicted values () **Objective: minimize**
* **RMSLE**:Root mean squared logarithmic error. Similiar to RMSE but it performs a log() on the actual and predicted values prior to computing the difference ($ RMSLE = \sqrt{\_{i=1}^n (log(y\_i+1)-log())$ ) When your response variable has a wide range of values, large response values with large errors can dominate the MSE/RMSE metric. RMSLE minimizes this impact so that small response values with large errors can have just as meaningful of an impact as large response values with large errors. **Objective: minimize**
* : This is a popular metric that represents the proportion of the variance in the dependent variable that is predictable from the independent variable. Unfortunately, it has several limitations. For example, two models built from two different data sets could have the exact same RMSE but if one has less variability in the response variable then it would have a lower than the other. You should not place too much emphasis on this metric.

Most models we assess in future tutorials will report most, if not all, of these metrics. We will often emphasize and RMSE but its good to realize that certain situations warrant emphasis on some more than others.

##### Classification models

* **Misclassification**: This is the overall error. For example, say you are predicting 3 classes ( high, medium, low ) and each class has 25, 30, 35 observations respectively (90 observations total). If you misclassify 3 observations of class high, 6 of class medium, and 4 of class low, then you misclassified 13 out of 90 observations resulting in a 14% misclassification rate. Objective: minimize
* **Mean per class error**: This is the average error rate for each class. For the above example, this would be the mean of $, , $ , which is 12%. If your classes are balanced this will be identical to misclassification. **Objective: minimize**
* **MSE**: Mean squared error. Computes the distance from 1.0 to the probability suggested. So, say we have three classes, A, B, and C, and your model predicts a probabilty of 0.91 for A, 0.07 for B, and 0.02 for C. If the correct answer was A the , if it is B , if it is C . The squared component results in large differences in probabilities for the true class having larger penalties. **Objective: minimize**
* **Cross-entropy (aka Log Loss or Deviance)**: Similar to MSE but it incorporates a log of the predicted probability multiplied by the true class. Consequently, this metric disproportionately punishes predictions where we predict a small probability for the true class, which is another way of saying having high confidence in the wrong answer is really bad. **Objective: minimize**
* **Gini index**: Mainly used with tree-based methods and commonly referred to as a measure of purity where a small value indicates that a node contains predominantly observations from a single class. **Objective: minimize**

When applying classification models, we often use a *confusion matrix* to evaluate certain performance measures.A confusion matrix is simply a matrix that compares actual categorical levels (or events) to the predicted categorical levels. When we predict the right level, we refer to this as a true positive. However, if we predict a level or event that did not happen this is called a false positive (i.e. we predicted a customer would redeem a coupon and they did not). Alternatively, when we do not predict a level or event and it does happen that this is called a false negative (i.e. a customer that we did not predict to redeem a coupon does).

We can extract different levels of performance from these measures. For example, given the classification matrix below, we can assess the following:

* **Accuracy**: Overall, how often is the classifier correct? Opposite of misclassification above. Example: . **Objective: maximize**
* **Precision**: How accurately does the classifier predict events? This metric is concerned with maximizing the true positives to false positive ratio. In other words, for the number of predictions that we made, how many were correct? Example: . **Objective: maximize**
* **Sensitivity (aka recall)**: How accurately does the clasifier classify actual events? This metric is concerned with maximizing the true positives to false negative ratio. In other words, for the events that occured, how many did we predict? Example: . **Objective: maximize**
* **Specificity**: How accurately does the classifier classify actual events? This metric is concerned with maximizing the true positives to false negatives ratio. In other words, for the events that occurred, how many did we predict? Example: . **Objective: maximize**
* **AUC**: Area under the curve. A good classifier will have high precision and sensitivity. This means the classifier does well when it predicts an event will and will not occur, which minimizes false positives and false negatives. To capture this balance, we often use a ROC curve that plots the false positive rate along the x-axis and the true positive rate along the y-axis. A line that is diagonal from the lower left corner to the upper right corner represents a random guess. The higher the line is in the upper left-hand corner, the better. AUC computes the area under this curve. Objective: maximize

### Linear regression

Linear regression is a very simple approach for supervised learning.In particular, linear regression is a useful tool for predicting a quantitative response. Linear regression has been around for a long time and is the topic of innumerable textbooks. Though it may seem somewhat dull compared to some of the more modern statistical learning approaches described in later tutorials, linear regression is still a useful and widely used statistical learning method. Moreover, it serves as a good jumping-off point for newer approaches: as we will see in later tutorials, many fancy statistical learning approaches can be seen as generalizations or extensions of linear regression. Consequently, the importance of having a good understanding of linear regression before studying more complex learning methods cannot be overstated.

#### tl;dr

This tutorial serves asa an introduction to linear regression 1. [Replication requirements](#RR): What you will need to reproduce 2. Preparing our data: Prepare our data for modeling 3. Simple linear regression: Predicting a quantitative response with a single predictor variable 4. Multiple linear regression: Predicting a quantitative response with multiple predictor variables 5. Incorporating interactions: Removing the additive assumption 6. Additional considerations: A few other considerations to know about

##### Replication requirements

This tutorial primarily leverages this [advertising data](http://www-bcf.usc.edu/~gareth/ISL/Advertising.csv) provided by the authors of [an Introduction to Statistical Learning](http://www-bcf.usc.edu/~gareth/ISL/index.html). This is a simple data set that contains, in thousands of dolloars, TV, Radio, and Newspaper budgets for 200 different markets along with the Sales, in thousands of